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On the other hand, we have the following easy observation:
Proposition
CT is not conservative over PA.
We prove the above proposition by showing by induction on the number of steps in proofs that any formulae provable in PA is true under any assignment, thus showing that the uniform reflection holds in CT. The above argument overtly uses $\Pi_{1}$-induction, but we can do better.
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How about pure collection? It is a classical result that the full induction scheme is equivalent to $\Delta_{0}$-induction together with the instances of the following collection scheme:

$$
\forall x<a \exists y \phi(x, y) \longrightarrow \exists b \forall x<a \exists y<b \phi(x, y)
$$
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The Lemma fails, if we drop the semiregularity assumption, even assuming that $I$ is an elementary submodel. The counterexample (joint with Roman Kossak) uses a technique calles disjunctions with stopping conditions. In the counterexample, we use a pair of models $M \preceq M^{\prime}$ such that $M^{\prime}$ codes a cofinal increasing $\omega$-sequence in $M$.
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- You could either try to get the analogous model-theoretic result for models of collection, since we are not using the full power of either conservativity or semiregularity.
- Or possibly, work only with the models in which the value of a truth predicate only depends on what happens at some uniformly fixed syntactic depth a. (Models arising from Pakhomov's construction of a satisfaction class have this property).


## Thank you for your attention!

